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Abstract Recent work in wireless sensor networks, or

simply called WSNs, has drawn attention to the mobility

capability of each node. In Stojmenovic and Lin (IEEE

Trans Parallel Distrib Syst 12: 1023–1032, 2001), it is

proved that the optimal positions of the relay nodes along a

single active flow must lie entirely on the line between the

source and destination with each node spaced evenly along

such a line. Based on this, we propose two practical solu-

tions to control the relay nodes in WSNs to approach their

optimal positions in the local relative coordinate system.

One uses one-hop neighbor information and the other one

uses two-hop neighbor information. Basically, each relay

node will approach the midpoint on the line composed of

neighbors. For the latter control scheme, we also discuss its

different implementation with outdated two-hop neighbor

information (lagged by one-round neighbor information

exchange and update). This is an improvement since given

nodes only reuse the two-hop neighbor information previ-

ously saved at its one-hop neighbors and does not require

any extra neighbor information collection. All the new

methods prevent oscillations by demanding minimal mov-

ing distance per round (MDPR), otherwise the node does

not move. Unlike the one presented in Goldenberg et al.

(Proceedings of the 5th ACM International Symposium on

Mobile Ad Hoc Networking and Computing (Mobihoc’04),

pp 163–174 2004) using only one-hop neighbor informa-

tion, our methods will converge more quickly. The experi-

mental results show a substantial improvement on the speed

of achieving the optimal configuration and the total moving

distance of nodes.

Keywords Wireless sensor networks (WSNs) �
Distributed algorithm � Information model �
Mobility control � Self-configuration

1 Introduction

As the capability of mobility becomes more readily avail-

able to nodes in WSNs [14, 17], recent research work has

drawn attention to control schemes in order to achieve

optimal configuration in data flows for improving commu-

nication performance [8, 12, 21–24]. The optimal con-

figuration of a single active flow is established in [19] and

then in [8], a complete distributed iterative scheme is pro-

posed to move each node toward its optimal position.

Simply, in a synchronous round-based system, every node is

required to compute the average of its two neighbors and

then move to that new position at each round. As we will

discuss later in this paper, the round-off error [1] that is

affiliated with this method may cause the oscillation prob-

lem. In [8], instead of reaching the expected target position,

the node only moves toward that point. The movement is

damped and will not suffer from many oscillations. But the

oscillation problem is not solved completely. Indeed, the

damping slows down the convergence and causes a delay in

achieving optimal configuration. This will decrease the
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effectiveness of such mobility control in some real time

applications, such as target tracking systems [5, 9, 25], in

which the tracking data must be transferred quickly enough

to catch up with the moving target. Thus, providing a

practical scheme which can form a stable data flow quickly

while keeping the relay nodes at or close to their optimal

positions is becoming increasingly important.

A short summary of our approach follows. First, in the

averaging process using 1-hop neighbor information [8],

the minimum moving distance per round, MDPR, as a

certain parameter for each node deployed, is introduced to

avoid the oscillation caused by the round-off error. Instead

of using the damping process, a node will reach its target

position immediately. However, it will be moved only if

the distance from the current position to the target position

is larger than this MDPR. As a result, the nodes will be

moved close to their optimal positions and such an aver-

aging process, denoted by MC1, will converge in a few

rounds without oscillation. Then, by using 2-hop neighbor

information, the averaging process, which is denoted by

MC2, can converge more quickly and each node has less

movement. Finally, to reduce the cost in collection and

distribution of such 2-hop neighbor information, an aver-

aging process using inconsistent information MC2A is

presented. Our experimental results show the substantial

improvement of our control schemes on the number of

rounds needed in the converging process in the synchro-

nous round-based system (i.e., the speed of achieving

stable configuration) and the corresponding total moving

distance of nodes. The results also show that our local

relative coordinate system schemes will achieve a position

configuration very close to the optimal one (MCM) while

the memory requirement for storing location information

can be reduced greatly due to the use of local views of

neighborhood.

In this paper, we focus on a way to collect and distribute

the location information in order for the above averaging

algorithm to converge quickly. The location is discovered

in the GPS-free positioning algorithm [4]. By using the

relative coordinate system, we can keep the connectivity of

neighbors during the node movements, which is a key

performance aspect in sensor location adjustment indicated

by [7, 15, 16]. Relying on such systems will bring a more

stable solution without any disconnection. It is noted that in

MCM, MC1, MC2 and MC2A, the relay node will reach its

expected target position. In this paper, we suggest not using

damping in those averaging processes because it causes the

final stabilized positions of relay nodes to be farther from

the optimal ones. The challenge here is twofold. First, the

information must be accurate enough to represent the exact

configuration. The effect of the round-off error, which may

cause oscillation in the implementation, must be consid-

ered. Second, the collection and distribution process must

be practical and energy efficient. In other words, it must be

simple, have no complex computation, and must not

require any costly information which demands expensive

equipment or a lot of multicasting/broadcasting.

The remainder of the paper is organized as follows:

Section 2 introduces some necessary notions and prelimi-

naries, including the related control schemes and the

problems in their implementation. Our control schemes in

the local relative coordinate system are presented in Sect. 3.

Section 4 shows the experimental results. Section 5 con-

cludes this paper and provides ideas for future research.

2 Preliminary

We assume that all the nodes have a fixed communication

range r. The nodes inside such a range are called neighbors

and two neighboring nodes are directly connected by a

beaconing mechanism [13]. This range is also called

beaconing range. To send the data in an efficient way, the

power spent at each node for sending out a data packet is

adjustable and will be determined by its physical distance

to the target neighbor, which is called transmission range.

Thus, a network can be represented by a simple undirected

graph G = (V, E), where V is a set of vertices (nodes) and

E is a set of undirected edges. An undirected edge (u, v)

denotes the connection between two neighboring nodes u

and v. The neighbor set N(u) of node u is defined as

fwjðw; uÞ 2 E or (u, w) [ E}. Each node u has the location

(xu, yu), simply denoted by LðuÞ: jLðuÞ � LðvÞj is the dis-

tance between two nodes u and v � L0(u) denotes the target

location of u in its movement. Lu(v) is the location of node

v in the relative coordinate system at node u. Specifically,

Lu(u) = (0, 0).

Our mobility control algorithm is orthogonal to the

routing discovery protocol. We assume that a path from the

source s to the destination d has been discovered using a

routing protocol, e.g., a greedy routing protocol or one of

the ad hoc routing protocols. We also assume that neither s

nor d can move during the averaging process. Otherwise,

the path is always broken and a new routing path is needed,

regardless of whether the averaging algorithm is applied or

not. We label the nodes from the source to the destination

0, 1, … ,n. We call node u0 the source, node un the des-

tination, and nodes u1; . . .; un�1 relay nodes. For each relay

node ui, we have ui�1; uiþ1 2 NðuiÞ: Thus, any information

of ui can be shared with ui�1 and uiþ1 by the information

exchange among neighboring nodes in the beaconing pro-

cess. To simplify the discussion, we describe the schemes

in a synchronous round-based system. All the schemes

presented in this paper can be extended easily to an asyn-

chronous round-based system. However, to make our

schemes clear, we do not pursue the relaxation.
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After each relay node knows its position, the optimal

configuration of relay nodes for a single active flow is

established in [19] as follows. Assume that the energy cost

function is a non-decreasing convex function.

Algorithm 1 (MCD): Mobility control at each relay node

ui [8].

1. Exchange LðuiÞ with ui�1 and uiþ1:

2. Receive Lðui�1Þ and Lðuiþ1Þ: Set L0ðuÞ ¼ Lðui�1ÞþLðuiþ1Þ
2

:

3. Set damping factor g a random value [ (0,1], move

toward LðuiÞ þ g � ðL0ðuiÞ � LðuiÞÞ:

Then the optimal positions of the relay nodes must lie

entirely on the line between s and d. Furthermore, the relay

nodes must be evenly spaced along the line. A uniform

distributed algorithm that allows the relay nodes to move to

their optimal position is also introduced in [8] (see Algo-

rithm 1). The key ingredient of this algorithm is the simple

averaging step. Note that although a relay node computes

the average of its two neighbors, the node only moves

toward this point, instead of reaching it in one round. In

other words, the movement is damped. The damping pro-

cess is used to avoid over-reaction of each node. Such an

algorithm is denoted by MCD.

Goldenberg et al. [8] also claimed that MCD will con-

verge and eventually evenly distribute all the relay nodes

on the line between s and d. However, in the final con-

verging stage, it only requires a node to move a very short

distance. Because of the round-off error, such a distance

cannot be expressed precisely in most computer languages,

such as C, and will cause inappropriate round-in or round-

out. For example, a 5-hops path contains nodes s(92.���34,

3.���32), u1(86.���14, 9.���64), u2(80.���93, 16.���95), u3

(74.���75, 22.���28), u4(69.���55, 28���60), and d(63.���37,

34.���94), where XX.���YY stands for the coordinate value

beginning with XX as integer part and ending with YY in its

decimal part. In the first round, node u1 is expected to move

to (86.���135, 9.���635). However, the target location of u1

comes out as (86.���13, 9.���63) because a round-off error

occurs. Respectively, u2, u3, and u4 will move to (80.���94,

16.���96), (74.���74, 22.���27), and (69.���56,28.���61). In the

next round, all the nodes will bounce back to the positions

in the previous round; that is, an oscillation occurs.

According to our experimental results, the oscillation will

occur in most cases ([70%) when g is fixed and set to 1.

Our experimental results also show that when g is ran-

domly generated, the percent chance of achieving

stabilization can be improved, but the problem cannot be

solved completely.

Alternatively, after the locations L(s) and L(d) in the

absolute coordinate system are collected at a relay node ui,

its optimal position can be determined as L0ðuiÞ ¼ LðsÞ þ
i � LðdÞ�LðsÞ

n ; and this node can move to the optimal position

directly without oscillation. Such an algorithm is denoted

by MCM and its details are shown in Algorithm 2.

Algorithm 2 (MCM): Mobility control with minimum

total moving distance.

1. The source node s sends L(s) and its label 0 to u1.

When each relay node ui receive L(s) and the label i-

1, it will pass L(s) and its own label i to the succeeding

node along the path. Such a propagation will end at d.

2. Once L(s) is received at the destination node d, send a

message carrying L(d) back to s along the path.

3. At each relay node ui, once both L(s) and L(d) are

received, set L0ðuiÞ ¼ LðsÞ þ i � LðdÞ�LðsÞ
n according to

the result of [19] and move ui to L0(u).

First, a message is initiated at s. Along with L(s), this

message will be propagated to d in iterative rounds. In each

round, it will advance one hop along the path and the label

counter attached increases by 1. Every relay node will read

out its label and the location information of s from this

message. When such a message reaches the destination d, it

will carry L(d) and bounce back to s. In this way, every

relay node will know its label and receive both L(s) and

L(d). In one round, the relay node can calculate the target

location and move to its optimal position without any

unnecessary movement. Therefore, MCM has the proper-

ties listed as follows:

Property 1 The total moving distance in MCM is mini-

mum (when the routing path has been initialized).

Property 2 MCM will converge in exactly (2n - 1)

communication rounds where n is the number of nodes

along the single flow.

It is noted that step 1 in MCM can be integrated with the

routing process when the routing message is sent from s to

d. Step 2 in MCM can also be integrated with a reception

process of routing path acknowledgement which is sent

from d back to s. In this way, the construction of the optimal

path in MCM may not require any extra time and can be

finished before the data transmission starts. This guarantees

that all the data can be transferred through the optimal path.

However, MCM moves the relay nodes without con-

sidering their neighbor connections. Such a movement may

cause the disconnection of the network [6]. Obviously,

relying on the local relative coordinate system will bring a

more stable solution. Capkun et al. [4] introduces a dis-

tributed algorithm that enables the nodes to find their

neighbors’ positions using only one round of information

exchange. Such an algorithm does not rely on GPS (Global

Positioning System) [10, 11, 18] and only uses the dis-

tances between the nodes to build a relative coordinate

system in which the nodes’ positions are computed. In the
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next section, we use this positioning algorithm to obtain the

location information for the control of node mobility. We

assume that the nodes are deployed densely enough for

each relay node to find neighbors to apply such an

algorithm.

3 Mobility control in the local relative coordinate

system

In this section, we rewrite the control scheme using 1-hop

neighbor information in [8] in the local relative coordinate

system, and solve its oscillation problem by introducing the

constraint of MDPR on mobility of each node. Then, to

move the nodes closer to their optimal positions more

quickly, a control scheme which requires each node keep

its 2-hop neighbor information up-to-date, i.e., keep con-

sistent 2-hop neighbor information, is presented. After that,

we extend this control by introducing a more efficient

method of neighbor information collection.

Algorithm 3 (MC1): Mobility control based on 1-hop

neighbor information at relay node ui, subject to MDPR.

1. Set Lui
ðuiÞ ¼ ð0; 0Þ and build the local coordinate

system.

2. Apply the procedure in [4] to obtain fLui
ðvÞjv 2

NðuiÞg in the local coordinate system, which only

needs one round information exchange.

3. Get Lui
ðui�1Þ and Lui

ðuiþ1Þ: L0ui
ðuiÞ ¼

Lui
ðui�1ÞþLui

ðuiþ1Þ
2

:

4. If jL0ui
ðuiÞ � ð0; 0Þj[ MDPR; move to L0ui

ðuÞ:

3.1 Mobility control based on 1-hop neighbor

information

At each relay node ui, the location of neighbors ui�1 and

uiþ1 in the relative coordinate system of ui, Lui
ðui�1Þ and

Lui
ðuiþ1Þ; can be determined in the positioning algorithm in

[4]. Then, we can apply the averaging algorithm in [8] to

estimate the target location of ui, i.e., L0ui
ðuiÞ ¼

Lui
ðui�1ÞþLui

ðuiþ1Þ
2

: Without damping, node ui will reach the

new position in our scheme before the next round starts. As

we discussed in Sect. 2, caused by the round-off error, the

relay nodes may oscillate between two consecutive posi-

tions but within a small range. To prevent the node from

falling into unstoppable movement and wasting energy on

such oscillation, the oscillation range is set as the threshold

called Minimum Moving Distance per Round, MDPR. A

relay node will move only if the distance from the current

position to the target position is larger than this MDPR. This

is sufficient to avoid oscillation while keeping the nodes

close to their optimal positions. The oscillation range relies

on the difference between the calculated approximation of a

number and its exact mathematical value. The detailed

process can be seen in Algorithm 3, which is denoted as

MC1.

According to [2], the round-off error is caused by the

difference between the approximation and the exact value.

If MDPR is two times larger than any possible difference,

we have the following theorem to ensure that the oscilla-

tion can be avoided. According to the differences listed in

[2], MDPR can simply be set as 0.0001 ([2 * 0.00003) to

cover all cases.

Theorem 1 If MDPR [ 2 dr, the oscillation in averaging

process can be avoided, where dr is the maximum differ-

ence causing round-off error.

Proof Denote the exact target position of an intermediate

node u as Lt(u) and the corresponding difference causing

round-off error in node u’s movement as jL0ðuÞ � LtðuÞj:
Obviously, we have dr � jL0ðuÞ � LtðuÞj: If the round-off

error causes the oscillation of node u in the averaging

process, we have jL0ðuÞ � LtðuÞj[ 0 and can always find

jLðuÞ � LtðuÞj � jL0ðuÞ � LtðuÞj � dr after certain time.

By using the MDPR ([2dr), node u changes its position

in the averaging process if and only if jLðuÞ � L0ðuÞj[
MDPR: Therefore, we have

jLðuÞ � LtðuÞj � jLðuÞ � L0ðuÞj � jL0ðuÞ � LtðuÞj[ MDPR
� dr [ dr:

In other words, the above oscillation can be avoided. (
After applying MC1, the relay nodes may not be located

at their exact optimal positions due to the use of MDPR.

However, we will show in the experimental results in the

next section that such a gap is very small and can be

ignored. Actually, the existence of such a gap can be

accepted as the tradeoff cost for achieving a stable path

quickly. It is noted that a relay node in MC1 will move

exactly like the one in MCD when g = 1, because they all

move to the midpoint on line composed of 1-hop neigh-

bors, no matter whether the absolute coordinate system (in

MCD) or the relative coordinate system (in MC1) is used.

When the MDPR blocks its movement, the other nodes will

move like those in MCD in an asynchronous round-based

system. Due to the use of MDPR, the nodes in MC1 will

stop moving before they reach the final converging stage in

MCD; that is, each node will reach its stable status earlier.

Thus, the properties of MCD discussed in [8], such as the

connection of all the relay nodes, still hold in MC1.

3.2 Mobility control based on consistent 2-hop

neighbor information

To quickly approach the optimal position, each relay node

needs to know more accurate neighbor information for the

144 Wireless Netw (2010) 16:141–152
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averaging algorithm. After collecting the location infor-

mation of its 1-hop neighbors, a node can send such

information back and share it with them after one more

round of information exchange. In this way, the informa-

tion can be exchanged between nodes that are 2 hops away.

That is, 2-hop neighbor information can be collected,

which is consistent with the exact location of the corre-

sponding nodes. The details of the averaging algorithm,

based on such consistent neighbor information, are shown

in Algorithm 4, which is denoted by MC2.

In MC2, for any relay node ui and its 2-hop neighbor

node, say node ui�2, the location of ui�2 is determined in

the coordinate system at ui. Denoted by Lui
ðui�2Þ; such a

location depends on the location of ui�2 in the coordinate

system at ui�1 and the location of ui�1 in the coordinate

system at ui. That is, Lui
ðui�2Þ ¼ Lui�1

ðui�2Þ þ Lui
ðui�1Þ:

Respectively, Lui
ðuiþ2Þ ¼ Luiþ1

ðuiþ2Þ þ Lui
ðuiþ1Þ: For the

relay neighbor of the source and the destination, nodes u1

and un�1, only 1-hop neighbor information is available. At

these two nodes and only at these nodes, the 1-hop

neighbor information is still in use.

Algorithm 4 (MC2): Mobility control based on 2-hop

neighbor information at relay node ui, subject to MDPR.

1. Same as step 1 in Algorithm 3.

2. Same as step 2 in Algorithm 3.

3. Get Lui
ðui�1Þ and Lui

ðuiþ1Þ: Share this with nodes ui�1

and uiþ1 by one more round information exchange.

Thus, 2-hop neighbor information is collected if any:

Lui
ðui�2Þ ¼ Lui�1

ðui�2Þ þ Lui
ðui�1Þ and Lui

ðuiþ2Þ ¼
Luiþ1
ðuiþ2Þ þ Lui

ðuiþ1Þ:
4. Set the target location of each relay node ui as the

midpoint on line composed of nodes two hops away

(i.e., L0ui
ðuiÞ ¼

Lui
ðui�2ÞþLui

ðuiþ2Þ
2

). Otherwise, only 1-hop

neighbor information is available and L0ui
ðuiÞ ¼

Lui
ðui�1ÞþLui

ðuiþ1Þ
2

:

5. Same as step 4 in Algorithm 3.

Figure 1 shows the difference between MC1 and MC2 in

a sample of 7-hop single flow (n = 7). Among six relay

nodes, u1 and u6 use 1-hop neighbor information. For any

of other relay nodes, u2, u3, u4, and u5, its action is based on

2-hop neighbor information in MC2 (see Fig. 1(b)). Their

new locations are much closer to the optimal positions,

compared with the ones achieved in MC1 (see Fig. 1(a)). In

other words, the use of 2-hop neighbor information leads to

a faster converging process in the averaging algorithm. In

the following theorem, we prove that the connection of

relay nodes still holds in MC2 with such a combination of

information of 1-hop neighbors and 2-hop neighbors.

Theorem 2 Connection between neighbors along the

path is not lost.

Proof Each node i has the beaconing range r. Assume the

path has been connected originally; that is, for each i,

0 B i \ n, jLui
ðuiÞ � Lui

ðuiþ1Þj\r: We prove that any

adjustment won’t break the connection of ui to ui+1 by

considering the following cases.

1. When n \ 4, only 1-hop neighbor information is used.

The corresponding proof is the same as that for MC1

and can be found in [8]. In the following, we prove the

above statement in the case where n C 4.

2. When i = 0 or n-1, only 1-hop neighbor information

is used at u1. The proof can be found in [8].

3. When i = 1, 1-hop neighbor information is used at ui

but 2-hop neighbor information is used at uiþ1: Thus,

jL0ui
ðuiÞ � L0ui

ðuiþ1Þj ¼ jL0u1
ðu1Þ � L0u1

ðu2Þj

¼ j Lu1
ðu0Þ þ Lu1

ðu2Þ
2

� Lu1
ðu0Þ þ Lu1

ðu4Þ
2

j

¼ j Lu1
ðu2Þ � Lu1

ðu4Þ
2

j � j Lu1
ðu2Þ � Lu1

ðu3Þ j
2

þ j Lu1
ðu3Þ � Lu1

ðu4Þ j
2

\
r

2
þ r

2
¼ r:

when i ¼ n� 2; jL0ui
ðuiÞ � L0ui

ðuiþ1Þj\r similarly.

4. When 2� i� n� 4, 2-hop neighbor information is

used at both ui and uiþ1: Thus,

jL0ui
ðuiÞ�L0ui

ðuiþ1Þj

¼jLui
ðui�2Þ þ Lui

ðuiþ2Þ
2

�Lui
ðui�1ÞþLui

ðuiþ3Þ
2

j

¼jLui
ðui�2Þ � Lui

ðui�1Þ
2

þLui
ðuiþ2Þ �Lui

ðuiþ3Þ
2

j

� jLui
ðui�2Þ � Lui

ðui�1Þ j
2

þjLui
ðuiþ2Þ � Lui

ðuiþ3Þ j
2

\r:

Since nodes move along straight paths to their target

points, as shown in [8], that connectivity is guaranteed not

only throughout the moving period but also in the case

when the MDPR blocks the movement of a node. (

move of node communication link

(a)

(b)

1 2

3 4

5
6

s(0)

d(7)

s

d

current position new position optimal position

Fig. 1 (a) Averaging algorithm based on 1-hop neighbor information

(MC1). (b) Averaging algorithm based on 2-hop (consistent) neighbor

information (MC2)
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3.3 Mobility control based on inconsistent 2-hop

neighbor information

At each round in the above MC2, a relay node is required to

calculate its neighbors’ positions and conduct two rounds of

information exchange. In a more efficient way, each node

applies the positioning algorithm only once at the beginning

of network construction and then uses only one round of

information exchange at each round to update the position

record reactively when the movement occurs. When two

neighboring relay nodes share not only their updated loca-

tions but also the recorded locations of all their neighbors, a

relay node can collect the location information of all its 2-

hop neighbors from the corresponding 1-hop neighbors. In

this way, a significant amount of positioning computation

and communication for neighbor information collection can

be reduced while the averaging algorithm based on 2-hop

neighbor information can still be applied. The details are

shown in Algorithm 5, which is denoted by MC2A.

At each round in MC2A, the update of the location of a

1-hop neighbor node is triggered by the corresponding

position change in the previous round. For a relay node u

and its 1-hop relay neighbor v, when u moves from (0,0) to

L0uðuÞ in its local system, its relative coordinate system is

rebuilt and the original position of v can be re-calculated as

LuðvÞ ¼ LuðvÞ � L0uðuÞ (see the update of Lui
ðui�1Þ at node

ui in Fig. 2(a)). After u receives the information of the

movement of v in the previous round, L0vðvÞ , the exact

location of v in the view from u is determined as LuðvÞ ¼
LuðvÞ þ L0vðvÞ (see the update of Lui

ðui�1) at node ui in

Fig. 2(b)). Therefore, the 1-hop neighbor information is

up-to-date at u before the next round of averaging process

is applied. It is noted that the update only occurs at relay

nodes because only they can move.

Algorithm 5 (MC2A): Mobility control based on incon-

sistent 2-hop neighbor information at a relay node ui,

subject to MDPR.

1. Send Lui
ðui�1Þ; Lui

ðuiþ1Þ; and the position change of

node ui in the previous round L0ui
ðuiÞ to both ui�1 and uiþ1:

2. Receive information from ui�1 and uiþ1 and determine

their relative locations: Lui
ðui�1Þ ¼ Lui

ðui�1Þ þ L0ui
ðui�1Þ

and Lui
ðuiþ1Þ ¼ Lui

ðuiþ1Þ þ L0ui
ðuiþ1Þ:

3. Determine the 2-hop neighbor information if any:

Lui
ðui�2Þ ¼ Lui�1

ðui�2Þ þ Lui
ðui�1Þ and Lui

ðuiþ2Þ ¼
Luiþ1
ðuiþ2Þ þ Lui

ðuiþ1Þ:
4. Determine L0ui

ðuiÞ; same as step 4 in Algorithm 4.

5. If jL0ui
ðuiÞ � ð0; 0Þj[ MDPR; move to L0ui

ðuiÞ and save

the position change for updates at neighbors in the next

round.

6. Rebuild the relative coordinate system of ui and update

each position record according to the new position of

origin point.

In MC2A, the location of 1-hop neighbors can be col-

lected precisely. However, the 2-hop neighbor information

collected in the previous round at that 1-hop neighbor may

not represent the exact position in the current round (see

Lui�1
ðui�2Þ in Fig. 2(b)). In other words, the 2-hop neighbor

information collected via the corresponding 1-hop neigh-

bor node in MC2A is outdated (see the update of Lui
ðui�2Þ

in Fig. 2(b)), lagging by one round of information

exchange and update. Thus, MC2A will converge as an

asynchronous MC2. It is noted that the averaging algorithm

using such inconsistent information can still achieve the

configuration like MC2 does, but it needs a few more

rounds.

Figure 3 shows a sample of the convergence of MC2A

in a 7-hop data flow: s = u0(2.3187, 14.5268), u1(2.3187,

19.73513), u2(11.17287, 19.73513), u3(18.46453, 15.56847),

u4(27.83953, 16,61013), u5 (29.40203, 21.29763), u6(38.2562,

20.25597), and d = u7(47.1104, 17.13097). To simplify the

discussion, we assume that before the averaging process

starts, there is no relay node in this flow involved in any other

movement. At the first round, each relay node will receive

consistent neighbor information and determine the corre-

sponding target position as they do in MC2 (see Fig. 1(b)).

After they move to new positions, their relative coordinate

systems are rebuilt. For instance, node u2 has the location

information of u3, Lu2
ðu3Þ ¼ ð7:29166;�4:16666Þ; before

it moves to the target position L0u2
ðu2Þ ¼ ð3:906245;

L     (u      )u i i−1

L     (u      )u i i−1

relative location

current position previous position move in the previous round

L     (u      )u i i−2

L       (u      )ui−1 i−2

L’      (u      )ui−1 i−1

L     (u      )u i i−1
L     (u      )u i i−1

(a) (b)

i−2
i

i−2
i

new

new

L’    (u   )u ii

newly determined relative location

new

i−1 i−1

Fig. 2 Illustration of

information collection at node ui

in MC2A.(a) Coordinate rebuilt

for node ui�1 in the previous

round. (b) Neighbor information

collected (Lui
ðui�1Þ and

Lui
ðui�2Þ) after information

exchange
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�4:166665Þ: In the new coordinate system, Lu2
ðu3Þ ¼

Lu2
ðu3Þ � L0u2

ðu2Þ ¼ ð3:385415; 0:000005Þ: After node u2

receives L0u3
ðu3Þ ¼ ð�2:604165; 4:94791Þ from u3, u2 has

the consistent 1-hop neighbor information Lu2
ðu3Þ ¼

ð0:78125; 4:947915Þ before the averaging process in round

2. However, node u3 cannot detect the position change of

node u4 before it exchanges the location information with

node u2. Therefore, from the view of node u2, the location of

u4 is not changed. As a result, u2 will not change its position

in the averaging process in round 2 (see Fig. 3(a)). Similarly,

u3, u4, and u5 keep their positions in the same round. In round

3, u1 and u6 will not change their positions because u2 and u5

do not change their positions in the previous round. Mean-

while, u2, u3, u4, and u5 receive the information of the

movement of their 2-hop neighbors in round 1; they will

make the corresponding adjustment movement via the

averaging process (see Fig. 3(b)). The vacillating movement

of relay nodes will continue through an asynchronous con-

verging process (see Fig. 3(a, c)). Eventually, the flow will

stabilize at s(2.3187, 14.5268), u1(8.71743, 14.898892),

u2(15.1162, 15.270985), u3(21.515, 15.64296), u4(27.9138,

16.01499), u5(34.3126, 16.38702), u6(40.7115, 16.75899),

and d(47.1104, 17.13097). The further movement of each

relay node, which would make the transmission range closer

to the optimal one, is avoided by the use of MDPR (set as

0.0001 in Sect. 3.1). For instance, L0(u1) = (8.71745,

14.8988925) and jL0ðu1Þ � Lðu1ÞjkMDPR: However, the

transmission range achieved, 6.40958, is very close to the

optimal one, 6.40962.

In the above sample, each relay node has a stable status

with consistent neighbor information initially. After the

first round, the 2-hop neighbors’ movement is detected one

round late in MC2A, causing the relay node approaching

the optimal position vacillatingly. Whether a relay node

moves or stays stable is determined by the target location

calculated from the averaging process. This depends on

two factors: one is the relative positions of its two-hop

neighbors and the other is the use of consistent information

at each relay node in the initial round (i.e., round 1).

Usually, the use of inconsistent information at a relay node

in round 1 is caused by moving any of its two-hop

neighbors (involved in other moving process) right before

the neighbor information collection. Even when starting

from the same configuration, this will cause a different

sequence of alternation of node moving and stabilizing. On

the other hand, when the neighbors move, the averaging

result may not change and the corresponding relay node

does not need to move. This will also cause a difference of

converging process. In the following theorem, we prove the

connection still holds in MC2A with the consideration of all

these factors. Thus, by using the local relative systems, the

data transmission can be conducted along the flow while

the averaging process converges.

Theorem 3 Connection between neighbors along the

path is not lost.

Proof [8] proves that the connection in MCD in the

asynchronous round based system is not lost. Based on that,

it is easy to prove that the connection in our MC1 and MC2

in the asynchronous system is not lost. The relay nodes in

MC2A (which is applied in a synchronous round-based

system) act as they do in an asynchronous system (as seen

in the sample in Fig. 3). Thus, the connection in MC2A

along the flow path will not be lost. (

For the sample shown in Fig. 1, before the configuration

stabilizes, the transmission range of each hop may have

been very close to the optimal one (\0.1) in 6 rounds in

MC2 and in 10 rounds in MC2A. In the next section, we

will show in the experimental results that the performance

of MC1, MC2, or MC2A is very close to that of MCM.

4 Experimental results

In this section, we verify the improvement of our new

schemes on speed and cost of convergence in the Monte

Carlo estimate method with experimental results. In a

synchronous round-based system, the speed of achieving

stabilization is measured by the number of rounds needed

for convergence. The cost of mobility control schemes

comes primarily from the energy consumed in node

node without position change

(c)

(b)

(a)

1

2

3
4

5

6
d(7)

s(0)

s(0)

s(0)

1

1

2

2

3

3

4

4

5

5

6

6

d(7)

d(7)

previous position

node with up−to−date location information

node with out−of−date location information

Fig. 3 Asynchronous movements in MC2A caused by inconsistent

neighbor information. (a) Unchanged locations caused by outdated

neighbor information in round 2. (b) Unchanged locations caused by

lagged movement of the previous round in round 3. (c) The use of

outdated neighbor information in another round, round 4
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movement, which is determined by the distance a node

moves. The customer simulation tool is developed in Java/

C++ to test the number of rounds needed and the total

distance the nodes move in flows with different length from

4-hops to 14-hops in MCM, MC1, MC2 and MC2A (see

Fig. 4). The transmission range of each relay node even-

tually achieved in different schemes is also tested to

compare with the minimal range in the optimal configu-

ration. Such a comparison is shown in the rate of the

relative error, which measures the ability of each scheme to

achieve optimal configuration. The test is also conducted

for MCD. However, due to the oscillation that occurs, the

results are not comparable and are not shown in this paper.

In the averaging process presented in [8], after the target

position is determined in each movement, a node only

moves toward this point, instead of reaching it in one

round. The damping factor g [ (0,1] is used to avoid over-

reaction of each node. When the same damping factor is

applied in MC1, MC2, and MC2A, the corresponding

averaging processes are denoted as MC1G, MC2G, and

MC2AG, respectively. According to our early discussion on

MDPR in Sect. 3.1, MDPR can be set as 0.0001. In the test,

we also try a larger value, 0.1. The test results of the

averaging processes MC1, MC2, and MC2A and their
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MCM, MC1, MC2, and MC2A
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different implementations with damping factor (see Fig. 5)

and different MDPR value (see Fig. 6) are compared to find

a practical mobility control scheme for achieving the

optimal configuration in WSNs.

In the simulation, the radius of beaconing range r is set to

10 m [20] for each node. We randomly generate each single

flow, with the source s, the destination d, and the corre-

sponding intermediate nodes along path connecting them.

In this way, the worst case in each routing protocol can be

generated and tested. Then, we apply all the above aver-

aging processes on those flows, and compare the results in

the following figures. It is noted that a flow with 4-hops is

the least case in which we can apply MC2 and MC2A and

we will probably never see any flow longer than 14-hops in

an application system with a 10-m beaconing range.

We make the following observations from the compar-

ison shown in these figures.

1. Optimal configuration. With the information of node

label and the locations of s and d, each node in MCM

will move to its optimal position directly in one round

and will not make any unnecessary movement. The
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moving distance of MCM shown in Fig. 4(c) repre-

sents the average difference between the original

configuration of a flow and its optimal one.

2. Converging speed in averaging processes. By using

the averaging algorithm, MC1, MC2, and MC2A need

more rounds to form a stable flow and waste some

movement caused by the non-optimal intermediate

configuration of neighbors. With 2-hop neighbor

information, each node in MC2 and MC2A needs

fewer rounds to become stable (see Fig. 4(a, b)) and

makes more efficient movement (see Fig. 4(c, d)) than

the one does in MC1. Because of the use of consistent

information, the performance results of MC2 are better

than those of MC2A. However, considering the com-

putation and communication cost saved in MC2A,

MC2A is preferred, as its performance is still

acceptable.

3. Acceptable results. MCM will achieve the optimal

configuration with the optimal transmission range in

each hop. The experimental results show that MC1,

MC2, and MC2A can move the relay nodes close to the

optimal position. That is, the relative errors are all less

than 0.00025 when MDPR = 0.0001 and are all less

than 0.25 when MDPR = 0.1, although the MDPR
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prevents them from reaching their expected target

positions. With more accurate information, MC2 and

MC2A can move nodes closer to optimal positions than

MC1 does. However, due to the use of inconsistent

information, the nodes in MC2A will stabilize at

positions a little bit farther away from the optimal

position than the nodes in MC2 do (see Fig. 4(e, f)).

4. Use of MDPR. MCD presented in [8] has oscillation in

more than 70% of flows. All our new schemes are

proved to converge within a certain number of rounds

in the experimental results. They are oscillation-free

and can perform better than MCD. MC1 is extended

directly from MCD by introducing the constraint of

MDPR. The convergence of MC1 and its performance

shown in Fig. 4 prove the effectiveness of this MDPR.

5. Damping factor. The damping factor really works in

reducing the total moving distance of relay nodes in

both MC1 and MC2 (see Figs. 5(c) and 4(c)). Although

its use can speed up the convergence of MC1, the

convergence of MC2 is not affected so much (see

Figs. 5(a) and 4(a)). It is noted that for our preferred

MC2A process, the use of damping factor will not only

increase the total moving distance of relay nodes but

also slow down the convergence, because of the use of

inconsistent (lagged) neighbor information or incorrect

location information. Moreover, after the use of

damping factor, the final stabilized positions of relay

nodes in MC1, MC2, and MC2A, are farther from the

optimal ones, compared with the ones achieved in the

corresponding averaging processes without using

damping factor (see Figs. 5(e) and 4(e)). As a result

of our study [3]), not using the damping factor is

preferred.

6. MDPR value selection. When the value of this MDPR

becomes larger, the nodes may be located a little bit

farther away from their optimal positions. However,

the number of rounds needed for convergence and the

moving distance of all the nodes will decrease greatly

in our control schemes (see the corresponding results

in Fig. 6).

5 Conclusion

In this paper, we introduce the MDPR in the implementa-

tion of the averaging algorithm so that oscillation caused

by a round-off error can be avoided. New mobility controls

using 2-hop neighbor information, consistent and incon-

sistent with the exact position, are proposed. The process to

collect and distribute each kind of location information is

also presented. In each control scheme, the connection of

relay nodes is guaranteed. The experimental results of the

performance and the cost of each control scheme illustrate

substantial improvement of our schemes on achieving

optimal configuration in a data flow. In our future work, we

will apply our results to create a new routing process so

that when the nodes move and form dynamic networks, not

only can the connected path be constructed but also the

data can be transmitted in an energy efficient way. Also,

the mobility control will be extended for multiple flows as

the connectivity constraints are considered in MC1, MC2,

and MC2A.
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